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Abstract—We present a novel training method for small-scale
RNN-T models, widely used in real-world speech recognition ap-
plications. Despite efforts to scale down models for edge devices,
the demand for even smaller and more compact speech recognition
models persists to accommodate a broader range of devices. In this
letter, we propose Sampling-based Pruned Knowledge Distillation
(SP-KD) for training lightweight RNN-T models. In contrast to
the conventional knowledge distillation techniques, the proposed
method enables student models to distill knowledge from the distri-
bution of teacher models, which is estimated by considering not only
the best paths but also less likely paths. Additionally, we leverage
pruning the output lattice of RNN-T to comprehensively transfer
knowledge from teacher models to student models. Experimental
results demonstrate that our proposed method outperforms the
baseline in training tiny RNN-T models.

Index Terms—Knowledge distillation, RNN-T, speech
recognition.

I. INTRODUCTION

IN RECENT years, the proliferation of end-to-end (E2E)
models in speech recognition has led to remarkable advances

across numerous applications. While on-device speech recog-
nition models based on Recurrent Neural Network Transducer
(RNN-T) [1] running on mobile devices are approaching the
performance of server-side models [2], their deployment in
resource-constrained environments remains challenging. The
advent of tiny models offers a promising solution, facilitating
computational efficiency and reduced memory footprint.

In real-world applications, it is crucial to output recognition
results in a streaming manner. As stated in [3], RNN-T has
advantages over typical encoder-decoder architectures [4], [5]
in streaming applications since RNN-T specifically allows “no-
predict” to be decoded as one of the output tokens, as men-
tioned in [6]. One of the smaller and more efficient RNN-T
models, Convolution-augmented Transformer (Conformer) [7]
outperforms previous ASR models by integrating elements of
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both Convolutional Neural Networks (CNNs) [8] and Trans-
formers [9]. Another optimized model, Zipformer [10], which
employs a U-Net-like architecture [11], has been studied to
enhance memory and computational efficiency during training.
However, the performance of tiny models often lags behind their
larger counterparts.

One of the promising techniques to reduce this performance
gap is Knowledge Distillation (KD) [12], which has been widely
used for transferring knowledge from teacher models to stu-
dent models. Extensive research on RNN-T model compres-
sion [13], [14], [15] has been performed based on response-
based KD [16], which uses the logits obtained from the last
output layer of the teacher models. This response-based KD is
known as soft targets [16], which are distributions estimated
by a softmax function at the frame level. However, for speech
recognition, it is more desirable for KD to distill knowledge from
the distributions not only at the frame level but also across entire
sequence level. As a solution, [17], inspired by sequence-level
KD [18], efficiently approximated the distribution using the
teacher’s best paths. Although this method performs better than
learning from scratch, the approximation is inherently limited
because the distribution does not fully represent the sequence
distribution across all possible paths. Therefore, there remains
a need to transfer knowledge from a more generalized sequence
distribution.

However, estimating the sequence distribution of the teacher
models seems to be a challenging task. To address this challenge,
we propose Sampling-based Pruned Knowledge Distillation
(SP-KD), which utilizes a Monte Carlo sampling technique
to estimate the sequence distributions of the teacher models,
taking into account both the best paths and less likely paths.
Another issue in KD for RNN-T models is a requirement for
a large amount of memory, since the loss of RNN-T models is
proportional to input sequence length, target sequence length,
and output size. Although [15] compressed the output tokens
into three categories: correct, blank, and the rest, we instead
propose to prune the output lattice of RNN-T to extensively
distill knowledge from the teacher models. To the best of our
knowledge, we are the first to propose this method for RNN-T
and demonstrate its utility through experiments.

II. RECURRENT NEURAL NETWORK TRANSDUCER

Consider an input sequence x = x1:T = {x1, x2, . . ., xT }
with length T and an output label sequence y = y1:U =
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Fig. 1. Visualization of the output lattice of RNN-T. Blue indicates the output lattice from the ground truth, whereas red indicates the output lattice from the
sample label.

Fig. 2. Overview of our proposed sampling-based method. “Transcription
Network*” indicates that the output of the transcription network is reused.

{y1, y2, . . ., yU} with length U , where yu ∈ V and V repre-
sents the set of labels. RNN-T introduces “blank” φ into an
RNN-T alignment a = a1:T+U = {a1, a2, . . ., aT+U} to align
variable-length input and output sequences [1]. The output
label sequence y is mapped to a certain alignment a, where
at+u ∈ V ′ = V ∪ {φ}. Let B denote a function that removes
the blank symbols from the alignment a. Given x and y, the
conditional marginal probability of y is computed under the
RNN-T framework as follows:

P (y | x) =
∑

a∈B−1(y)

P (a | x). (1)

In (1), P (y |x) is computed via a T × U output probability
lattice [15] as shown in Fig. 1.

As depicted in Fig. 2, the basic RNN-T architecture comprises
three main components: a transcription network (encoder), a
prediction network (decoder), and a joint network. Let htrans=
htrans
1:T and hpred=hpred

0:U stand for the hidden vectors extracted
from the transcription network and the prediction network of
RNN-T, respectively. At each lattice node (t, u), where t ∈ N

and 1 ≤ t ≤ T , and u ∈ N0 and 0 ≤ u ≤ U , the transition
probability Pv(t, u) of RNN-T can be calculated as

zt,u = Joint(htrans
t , hpred

u ),

a1:n−1 = B−1(y1:u−1) where n = t+u,

P (an=v |x1:T , a1:n−1) = P (an=v |zt,u)

=
exp(zvt,u)∑

v′∈V ′ exp(zv
′

t,u)
,

Pv(t, u) ≡ P (an=v |x1:T , a1:n−1), (2)

where the hidden vectors htrans
t and hpred

u are mapped to the
output vector zt,u of dimension |V ′| through the joint network
(Joint), and zvt,u denotes the v-th element of zt,u. Although
P (y | x) in (1) can be efficiently computed using a forward-
backward algorithm based on dynamic programming [1], as
detailed in [15], training RNN-T models demands a memory
allocation proportional to 2× T × U × |V ′| per utterance. For
further details on RNN-T, the reader is referred to [1].

III. SEQUENCE-LEVEL KNOWLEDGE DISTILLATION

Let P̃ (y | x) and P (y | x) denote the sequence distributions
of a teacher model and the corresponding student model, re-
spectively. Then, objective function for the sequence-level KD
is given by

Lseq =
∑
y

P̃ (y | x) ln P̃ (y | x)
P (y | x) . (3)

In (3), since Lseq accounts for all the possible label sequences
y, the sequence-level KD enables the teacher model to transfer a
broader range of knowledge to the student model [18]. However,
as pointed out in [18], taking all the possible sequence {y} into
account is intractable. One promising way of approximation is

P̃ (y |x) ≈ δ(y −M(x))

where M(x) = argmaxyP̃ (y | x). (4)

As a result, the sequence-level KD can be approximated by

Lseq ≈ P̃ (M(x) | x) ln P̃ (M(x) | x)
P (M(x) | x) . (5)

In the case of RNN-T, when considering all the possible align-
ments a, (5) can be formulated as

LRNN-T =
∑

a∈B−1(M(x))

P̃ (a | x) ln P̃ (a | x)
P (a | x) , (6)

where P̃ (a | x) and P (a | x) are the alignment distributions
of the teacher model and the student model, respectively. Let
I be a function that returns node indices from the RNN-T
alignment. By using soft targets instead of hard targets, the
objective function of the original RNN-T KD [15] is given by

Loriginal =
∑

(t,u)∈I(B−1(M(x)))

∑
v∈V ′

P̃v(t, u) ln
P̃v(t, u)

Pv(t, u)
. (7)

However, as detailed in [15], performing KD on RNN-T models
using (7) requires a large amount of memory due to the memory
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complexity O(T × U × |V ′|). In [15], instead of distilling the
transition probability distributions for the |V ′|-dimensional log-
its, KD is performed after reducing them to three dimensions:
target y, blank φ, and the remainder r. This reduction can be
represented as

L3-dims =
∑

(t,u)∈I(B−1(M(x)))

∑
v∈{y,φ,r}

P̃v(t, u) ln
P̃v(t, u)

Pv(t, u)
. (8)

Consequently, (8) reduces the memory complexity to O(T ×
U × 3).

Despite the reduction achieved by (8), as demonstrated in [17],
this approximation overlooks the correlation across different
output tokens. To address this issue, [17] proposed to distill
knowledge only over the best path in the output lattice of all
possible alignments. This approach is based on the assumption
presented in [19] that the sequence distribution of RNN-T mod-
els is concentrated in a specific region. Using an approximation
similar to that of (4), the sequence-level KD in [17] can be
approximated by

P̃ (a | x) = δ(a−A(x)) where A(x) = argmaxaP̃ (a | x),

LRNN-T ≈ L1-best =
∑

(t,u)∈I(A(x))

∑
v∈V ′

P̃v(t, u) ln
P̃v(t, u)

Pv(t, u)
.

(9)

The memory complexity of the formulation in (9) is O((T +
U)× |V ′|) [17]. In addition, the output lattice of (9) can be
visualized, as illustrated in Fig. 1(a).

IV. PROPOSED METHOD

Although (9) is a simple way to do KD at sequence level,
considering only the single best path is too limited to represent
the true sequence distribution. In order to address this issue,
we propose a more sophisticated method to distill the sequence
distribution of the teacher model. Let us assume that an input
sequencex is included in a mini-batchDmini-batch = {(xm,ym) |
m ∈ ZM = {0, 1, . . .,M − 1}}. If x = xm, then we let

y−m = {yn | n �= m,n ∈ ZM}. (10)

In the mini-batch, xm and y−m are uncorrelated, allowing the
student model to learn less likely paths of the teacher model.
We propose a sampling distribution Q(y | x) based on a mini-
batch Dmini-batch. Suppose that we sample N label sequences
y0, . . .,yN−1 given an input x = xm.

Then, the proposed sampling distribution Q(y | x) is given
by{

Q(y0 | x = xm) = α
N , for y0 = ym = M(xm)

Q(yi | x = xm) = N−α
N(N−1) , for yi ∼ Uniform(y−m)

where i = 1, . . . , N − 1 and α ∈ (0, N). (11)

Given x and sampled label sequences {y0,y1, . . .,yN−1}, our
proposed KD method is based on the Monte Carlo approxima-
tion as follows:

Lproposed =
∑
y

Q(y | x) P̃ (y | x)
Q(y | x) ln

P̃ (y | x)
P (y | x)

≈ 1

N

N−1∑
i=0

P̃ (yi | x)
Q(yi | x) ln

P̃ (yi | x)
P (yi | x) with yi ∼ Q(y | x). (12)

The formulation in (12) can be further decomposed into

Ldecomposed = P̃ (y0 | x) ln P̃ (y0 | x)
P (y0 | x)

+
α(N − 1)

N − α

N−1∑
i=1

P̃ (yi | x) ln P̃ (yi | x)
P (yi | x)

= Lbest + λLless, (13)

where Lbest and Lless denote the objective functions of the
sequence-level KD for the best paths and less likely paths,
respectively, and λ = α(N−1)

N−α stands for a hyperparameter to
weight the KD loss for less likely paths. Givenx and the sampled
label sequences {y0, . . . ,yN−1}, the RNN-T output lattice can
be obtained as depicted in Fig. 2. Notably, for {yi}N−1

i=1 =

{y1, . . . ,yN−1}, the hidden vectorhpred
random is re-extracted from

the prediction network while keeping htrans fixed, as shown
in Fig. 2(b). Accordingly, the proposed sequence-level KD in
(12) not only considers the single output label sequence but also
accounts for all possible diverse label sequences from the teacher
model.

However, as discussed in Section III, a naive computation of
(13) consumes significant memory resources. To deal with this
issue, inspired by pruned RNN-T [19] as shown in Fig. 1(b),
we propose Sampling-based Pruned Knowledge Distillation
(SP-KD), which limits the range of the output lattice extracted
from RNN-T models at each step from U to a hyperparameter
S as illustrated in Fig. 1(c). Let πS , for which more detailed
information can be found in [19], denote a function that prunes
the output lattice within the range S, and R̃v(t, u) and Rv(t, u)
represent the transition probabilities from the teacher model and
the student model, respectively, when given x and {yi}N−1

i=1 .
Finally, our SP-KD is given by

LSP-KD = Lbest
pruned + λLless

pruned

=
∑

(t,s)∈I(πS(B−1(y0))

∑
v∈V ′

P̃v(t, s) ln
P̃v(t, s)

Pv(t, s)

+ λ
∑

(t,s)∈I(πS(B−1({yi}N−1
i=1 ))

∑
v∈V ′

R̃v(t, s) ln
R̃v(t, s)

Rv(t, s)
,

(14)

where Lbest
pruned and Lless

pruned are the pruned KD losses for the
best paths and less likely paths, respectively. Consequently, our
proposed SP-KD facilitates accounting for various paths, not
only the single best path from the output lattice of the teacher
model but also other diverse paths. Moreover, the complexity
of (14) for each KD loss is reduced from O(T × U × |V ′|) to
O(T × S × |V ′|), where U 
 S.

V. EXPERIMENTS

A. Experimental Setup

1) Data preparation: We used the LibriSpeech corpus [20]
and the AISHELL-1 corpus [21] for evaluating the performance
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TABLE I
DETAILED CONFIGURATION OF TRANSCRIPTION NETWORK

of the proposed technique. As the speech feature, we used an
80-dimensional log mel filterbank energy, which was extracted
using a 25 ms Hanning window with a stride of 10 ms. The
output tokens consisted of 500 B-pair encodings (BPEs) [22]
in the case of LibriSpeech and 4136 characters in the case of
AISHELL-1.

2) Implementation details: The toolkits k21 and icefall2 were
utilized for training and evaluation in all experiments, which
were run on two NVIDIA RTX 2080Ti and two RTX 3090 GPUs.
We applied SpecAugment [23] and mixing Musan [24] to the
acoustic features exclusively for the transcription network input.
We trained our models for 30 epochs to ensure convergence.
The initial learning rate was set to 0.035 with the Adam opti-
mizer [25]. For the batch size, we fixed the maximum duration
at 70, except for the LibriSpeech 960 hrs experiment, which
was set to 200. The range S was 5 for LibriSpeech, and 10
for AISHELL-1. For the SP-KD experiments, we sampled only
one label sequence y1 corresponding to each y0. To obtain the
word error rate (WER) and the character error rate (CER), we
used a modified beam search algorithm that limits the maximum
number of symbols emitted per frame to one under the RNN-T
framework.

3) Model architecture: Our RNN-T model utilized the Zip-
former architecture [10] for the transcription network, as shown
in Table I. For the prediction network, we employed a 512-
dimensional stateless prediction network [26]. Finally, we
adopted a joint network that produces a softmax output cor-
responding to the number of the output tokens V ′. The total
number of parameters for the models is 70.4 M and 6.17 M for
the teacher and student models, respectively, on the LibriSpeech
dataset, and 79.4 M and 13.6 M for those on AISHELL-1.

4) Baseline: We trained the student model without teacher
models as our baseline. Additionally, we measured the perfor-
mance of the student model trained using the original RNN-T
KD loss in (7), considering it as a resource-unlimited sce-
nario. To evaluate the effectiveness of our proposed method,
we compared it with those of the previous studies [15], [17].
Specifically, we examined the performance with respect to the
N-best KD loss. Furthermore, we conducted experiments us-
ing the LibriSpeech and AISHELL-1 datasets to verify data
dependencies.

B. Results and Analysis

We present the results of our SP-KD on LibriSpeech in Ta-
ble II, where “pruned” indicates that only Lbest

pruned is used for the
KD loss with λ to 0. As shown in Table II, our proposed method

1https://github.com/k2-fsa/k2
2https://github.com/k2-fsa/icefall

TABLE II
WER (%) PERFORMANCE ON LIBRISPEECH

TABLE III
CER (%) PERFORMANCE ON AISHELL-1

demonstrates superior performance on LibriSpeech compared
to the previous methods, which indicates the efficacy of the
proposed method in distilling knowledge from the distribution of
teacher models. Additionally, the results in Table III confirm that
our proposed method works effectively on the Mandarin dataset,
AISHELL-1. In particular, our SP-KD method significantly out-
performs the previous approaches, even including the “original”
KD method. Furthermore, in the case of “pruned” where λ =
0, our method still exhibits better performance on both Lib-
riSpeech and AISHELL-1 when compared to those of “3-dims”
and “1-best”. The performance of “pruned” is notably superior
to that of “N-best”. We speculate that the proposed “pruned”
method, which considers all possible alignments within the
pruned lattice, is more effective since the alignments from the
N-best decoding results do not significantly differ from that of
the 1-best. However, given that the SP-KD method achieves the
best performance in our experiments, we conjecture that our
proposed SP-KD more effectively approximates the sequence
probability of the teacher model using the Monte Carlo method.
Consequently, the results in Table II and III demonstrate that
our SP-KD method is not only applicable across languages
but also accurately estimates the sequence path distribution by
considering both the best paths and less likely paths.

VI. CONCLUSION

We have proposed a novel training method for lightweight
RNN-T models using Sampling-based Pruned KD (SP-KD). The
experimental results verify the effectiveness of our proposed
methodology. For future work, we plan to improve distilling
with more extensive databases and extend our proposed method
to other architectures and tasks.
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